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terature review

We aim

to establish the status quaestionis of this new research field and
provide recommendations based on the current scholarly discourse.

Reference papers

o 10 “seed” papers, keyword search

Snowballing phase
o 513 papers reviewed
Total: 48 papers

LLM | Count

Codex 13
Copilot 10
GPT-3/3.5 8
Other 2
GPT-4 1
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Student & instructor perspectives: we need your help!
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Generative Al Working Group
at ITiCSE 2023

We are exploring how Generative Al tools like ChatGPT and
Github Copilot may impact computing education practice,
curricula, and policy. One important aspect of this work is to
understand the perspectives of students & instructors.

Here are the three ways that you can help:
1. Fill out this instructor survey (10-15 minutes)

https://forms.gle/GmYbfofgqmDMptW3Ng

2. Share this recruitment information with your
students

We are a group of international researchers that want to learn
more about your experiences and perspectives about using
Generative Al tools like ChatGPT and Github Copilot. We are
interested in hearing from a diverse range of student
perspectives. If you are a university student who has taken a
programming course and have 10-15 minutes and want to have a
role in shaping the future of education, please share your
valuable perspective using the following form.
https:/forms.gle/hhZuzuglpTKm48bx6

If you have any questions about this study, please contact
Stephen MacNeil, at stephen.macneil@temple.edu. If you have
questions about your rights as a participant, please contact the
Temple University’s Office of Research Ethics (irb@temple.edu
or (215) 707-3390)

3. Share this request with your colleagues

https://bit.ly/iticse-ai-working-group
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Country

Early results (aka pilot survey) 29 responses

@ Afghanistan

@ Albania

@ Algeria

@® Andorra

@ Angola

@ Antigua & Deps
@ Argentina

@ Armenia

Students must be taught how to use GenAl tools 126 ¥
well for their future careers
|

student l 0% 18% 82%

S 1% R

|

Using GenAl tools frequently to generate code is
harmful for my learning of programming

student | 45% 1 23% 329% |
instructor \ 45% ” 23% 32%]
100 50 0 50 100

Percentage



The Robots Are Coming: Exploring the Implications of
OpenAl Codex on Introductory Programming

James Finnie-Ansley Paul Denny Brett A. Becker
The University of Auckland The University of Auckland University College Dublin
Auckland, New Zealand Auckland, New Zealand Dublin, Ireland
james.finnie-ansley @auckland.ac.nz paul@cs.auckland.ac.nz brett.becker@ucd.ie

Andrew Luxton-Reilly James Prather
The University of Auckland Abilene Christian University
Auckland, New Zealand Abilene, Texas, USA
a.Juxton-reilly@auckland.ac.nz james.prather@acu.edu
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The Robots are Here!

Now (2023, GPT-4)
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Novel analyses
Datasets: FalconCode, Automated Programming Progress Standard (APPS),
HumanEval, EvalPlus, etc.

Tagging problems: many introductory/CS1 problems, very few CS2/00/data
structures

Running GPT-4:
FalconCode: 45.4% (skill, lab, project) [74.1% on complete instructions]

APPS [sample]: 49.6% (intro 72%, interview 53%, competition 29%)



bit.ly/WG4 [m]

Curriculum and assessment

LLMs are potentially changing:

What we teach (learning outcomes)

How we teach it (course activities)

How we prepare to teach (creating educational resources)
How we assess student learning

We are interviewing educators who have made or planned concrete changes
to their teaching

Sign up so we can interview you!



Ethics

Mapped relationship between Academic Integrity Policies at various universities
about generative Al and the general principles espoused in the ACM Code of

Ethics

Looked at ethical values that are encoded in the literature on LLMs
Authorship and breaches of academic integrity in the context of generative Al:

e Users (students) are authors of content produced by generative Al.

e Incumbent on teaching staff to educate students about generative Al, and
explicitly discuss restrictions of generative Al for assessed work.

e Academic misconduct arises due to use of unauthorised resources.

Ready resource to educate students on ethics of using generative Al (check site)
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